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S. Bolognani and S. Zampieri, A Distributed Control Strategy for Reactive Power

Compensation in Smart Microgrids, IEEE Transactions on Automatic Control, 2013.



e Course number:

e Course name: Embedded Cyber Physical Systems

e Course Type (Theory, Theory and Lab., Lab., With project): Theory
e Pre-requisite: None

e Level (Undergraduate, Graduate): Graduate

e Group: Digital Systems

e Type and max unit: Constant, 3

e Obijectives:

Cyber physical systems are the integration of digital computation and control. The objective of this course is to familiarize students
with embedded cyber physical systems, main challenges for the development of these systems and the design principles of cyber
physical systems. This course studies the interaction between digital computation and control in cyber physical systems and the
available computation and control co-design frameworks for balancing this interaction. This is achieved by focusing on the design
principles of few available cyber physical systems.

e Topics:

e Practical examples of embedded cyber physical systems:

» Australia's automated irrigation network

» Iran Khodro automatic fault diagnosis system (Industry 4.0)

> Smart oil field

» Smart power grid

e Main issues to be considered in the development of cyber physical systems:

» The available estimation and control algorithms are centralized

» The available algorithms result in a very large computational complexity
(computational time) for large scale systems

» We cannot implement the available control and estimation algorithms in
real time, which is needed in cyber physical systems

» The available estimation and control algorithms have been developed
without considering the effects of computational errors and latencies

» Cyber physical systems are subject to computational errors and latencies

e Main challenges in the development of cyber physical systems:

» The needs for the development of cloud computing algorithms that solve
large scale optimal control problems subject to hard constraints or large
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scale estimation problems in a short time using a network of distributed
micro-controllers with limited memory and computational power via
parallel computation

e Available cloud computing algorithms for large scale optimal control and
estimation problems:

» Consensus-based methods

» Feasibility, convergence and optimality of the consensus-based methods

» Computational complexity (computational time)

> Ensemble Kalman filter

e Applications of the available techniques in the design of cyber physical systems:

» Australia's automated irrigation network

» Iran Khodro automatic fault diagnosis system (Industry 4.0)

> Smart oil field

» Smart power grid
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